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1 Introduction

In the United States, the vast majority of federal, state, and institutional financial aid money

goes to individuals from low-income families in order to increase their college participation

rates (Abraham & Clark, 2006; Baum & Payea, 2013). Thanks to large-scale longitudinal

surveys of high school-aged young people regularly conducted since the late 1970s, we have

reliable national and regional level estimates of postsecondary attendance by family income

over time (Adelman et al., 2003; Berkner & Chavez, 1997; Bozick & Lauff, 2007). Despite

decades of financial aid directed toward low-income youth, estimates from these surveys have

consistently shown large gaps in postsecondary attendance by family income and wealth

(Lovenheim & Reynolds, 2013). According to the most recent federal longitudinal survey of

students transitioning from high school to young adulthood, 49 percent of low-income young

people attend some form of postsecondary education compared to 74 percent of middle-

income young people (Duprey et al., 2020).

In order to evaluate the efficacy of state-level financial aid policies, it would be beneficial

to have state-specific estimates of college attendance by family income. By virtue of their

design, however, nationally representative federal surveys like those noted above cannot be

used to make inferences at the state level. Looking to other data sources, states with well-

structured administrative data systems may be able to track the inverse, the proportion

of college students from low-income families currently enrolled in college, 𝑃(𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒 ∣
𝑐𝑜𝑙𝑙𝑒𝑔𝑒). If their systems span the P-20 pipeline, they may even be able to provide estimates

of the proportion of interest, 𝑃(𝑐𝑜𝑙𝑙𝑒𝑔𝑒 ∣ 𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒), among those students who remain

within the state system. Should these latter estimates exist, however, they are not widely

available. Across the country, we find no systematic measures of postsecondary enrollment

by family income at the state level.

Other means of estimating low-income youth enrollment in college have their own prob-

lems. To determine income-based eligibility, financial aid programs typically rely on the

Free Application for Federal Student Aid (FAFSA), which asks questions about parental
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income in addition to student income (Dynarski & Scott-Clayton, 2013). Dependent stu-

dents, even those living apart from the parents or guardians who financially support them,

have their need categorized each year by their family’s financial situation via the FAFSA.

Not all students, however, complete the FAFSA. Whereas some low-income youth lack ro-

bust knowledge about the availability of need-based aid and the requirements of the FAFSA,

others fail to complete the forms due to their complexity and the range of highly specific

financial information they request (Dynarski et al., 2022). Other state-specific estimates of

low-income youth college enrollment that come from U.S. Census Bureau surveys cannot

be trusted due to their household-based sampling designs, which only capture incomes of

those in a single household and are not the same as family or parental income for many

young people. Because Census data often misclassify financially dependent young people

from moderate to high-income families as low income (U.S. Census Bureau, 2009), estimates

from these sources likely overestimate rates of college attendance among low-income young

people.

Based on these difficulties, it is tempting to use estimates of 𝑃(𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒 ∣ 𝑐𝑜𝑙𝑙𝑒𝑔𝑒)
taken from institutional sources such as the Integrated Postsecondary Education Data Sys-

tem (IPEDS) as proxies for 𝑃(𝑐𝑜𝑙𝑙𝑒𝑔𝑒 ∣ 𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒). Nevertheless, there is no necessary

within-state correlation between the proportion of low-income college students and the pro-

portion of youth from low-income families who enroll in higher education: 𝑃(𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒 ∣
𝑐𝑜𝑙𝑙𝑒𝑔𝑒) ≢ 𝑃 (𝑐𝑜𝑙𝑙𝑒𝑔𝑒 ∣ 𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒). It is entirely possible that states with high proportions

of low-income college students still have large populations of low-income young people who

fail to enroll. Conversely, it is also possible that many low-income young people who en-

roll are not identified as such because they do not complete the FAFSA and therefore do

not benefit from financial supports they might otherwise receive (Kofoed, 2017). A lack of

clear estimates of enrollment by family income at the state level means that neither federal

and state policymakers nor college administrators have clear evidence that their policies are

effective in increasing college participation among low-income youth.
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To fill this informational gap, we use multilevel regression with poststratification (MRP,

Park et al., 2004) to estimate postsecondary attendance rates by family income in each of

the 50 states and the District of Columbia. In this multi-step procedure, we first estimate

the probability of postsecondary enrollment among high school graduates by family income

among strata of a recent cohort of students surveyed in the High School Longitudinal Study

of 2009 (Duprey et al., 2020). We next weight these predictions with matched state-level

population characteristics in order to estimate college attendance rates by family income

within each state. To validate our procedure, we compare MRP estimates to representa-

tive estimates that can be computed for ten states using HSLS09 survey-provided sampling

weights. (We also validate the use of MRP for our research question using simulated data

with known properties, which we present in the Appendix.) We conclude by comparing our

MRP estimates to Census- and IPEDS-derived estimates of low-income youth enrollment to

demonstrate their non-equivalence.

We contribute to the literature by providing the best possible state-specific estimates of

the probability of college attendance among low-income youth. In addition to finding that

low-income young persons are less likely than their higher-income peers to attend college

overall, we find substantial variation in both the difference in attendance rates between

these groups and their respective attendance rates across the states. Our estimates differ

substantively from those taken directly from the U.S. Census as well as proxy measures

such as the proportion of currently enrolled students who are Pell eligible and those who fall

within the lowest family income band. While we believe our principled MRP procedure offers

robust estimates of college enrollment among low-income youth across the United States, our

ultimate hope is that our findings are obviated by better data collection and reporting in

the future.
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2 Background

It is well-established that young people from low-income families are less likely to attend

higher education than their peers (Chen et al., 2017), even though higher education could

serve as a means of increasing their opportunity (Corak, 2013). Many researchers have doc-

umented the struggles of young people from low-income families to attend higher education

(Bell et al., 2009; Dowd, 2004; McDonough, 1997; Perna & Jones, 2013). In addition to

poorer access to advising resources at their schools and often less accurate beliefs about the

potential costs and benefits of college (Perna, 2006), one particular reason for comparatively

lower rates of college attendance may be that young people from low-income families are more

price responsive than their peers (Bartik et al., 2021; Carneiro & Heckman, 2002; Deming

& Dynarski, 2009; Dynarski, 2002; Dynarski et al., 2021; Heller, 1997; Kane, 2006; Leslie &

Brinkman, 1987), substantiating the need for income-based financial aid (Kane, 1999).

Given that young people from low-income families face the biggest barriers to attending

college, the nation should keep track of attendance rates in higher education by family

income (Deming & Dynarski, 2009). Furthermore, these data should be available at the

state level, as states are the key players in setting higher education policy (Callan & Finney,

1997; Denning, 2019; Gurantz, 2022; Richardson et al., 1999; Scott-Clayton & Schudde,

2020; Zumeta et al., 2012). State leaders decide the amount of higher education that will be

supplied, determine its price, and play a large role in determining how much financial aid will

be provided to students (Zumeta et al., 2012). Yet state leaders make all of these decisions

without clearly knowing how enrollment levels across different family income groups will

be impacted. Federal data sets from the U.S. Census and Education Department cannot

provide accurate estimates of college attendance rates by family income at the state level

due to their design. If the states themselves are tracking enrollment by income, we have

not been able to find any reports of their findings. A comprehensive review of state policy

documents yielded no studies that track the proportion of individuals who attend college by

family income.
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Calculating postsecondary attendance rates by family income at the national level using

federal surveys is a relatively simple task often done in the context of a larger project.

Reports generated by the National Center for Education Statistics (NCES) find substantial

gaps in postsecondary attendance by family income, even after taking into account the

academic preparation of high school graduates (Berkner & Chavez, 1997; Bozick & Lauff,

2007). Duncan & Murnane (2011) find that gaps in postsecondary attendance by income did

not close over the two decades prior to their study. NCES longitudinal surveys are designed

to be generalizable to a national and often regional population of high school students (e.g.,

S. J. Ingels et al., 2014). In the case of the High School Longitudinal Study of 2009 (HSLS09),

they are representative in a small subset of states (Duprey et al., 2020). These surveys are

not designed, however, to support estimates at the state level across all states. Because

their complex sampling procedures do not include stratification at the state level or cluster

sampling within states, sampled students are not representative of the state in which they

attended high school, even when restricted-use data files that indicate students’ states of

enrollment are used (S. J. Ingels et al., 2014).

The U.S. Census Bureau’s American Community Survey (ACS) and Current Popula-

tion Survey (CPS) represent another pair of data sources that one might consider using to

estimate college attendance by family income level. Nevertheless, these surveys are plagued

by a common problem that is particularly severe in the case of young people such as college

students. Both Census surveys utilize a sampling procedure based on the households where

people live (U.S. Census Bureau, 2012a, 2013). This design does not generally present a

problem for estimating overall family income levels for older respondents, even at the state

level. Estimating family income levels for young adults, however, represents a challenge.

Survey questionnaires ask for information on all persons who are residents of the household

at the time the forms are received. Residency follows the “two-month rule,’’ which says that

[i]n general, people who are away from the sample unit for two months or less

are considered to be current residents, even though they are not staying there
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when the interview is conducted, while people who have been or will be away for

more than two months are considered not to be current residents (U.S. Census

Bureau, 2009, pp. 6–2).

While specific allowances are made for child dependents under 18 years of age who are away

for boarding school, none are made for college-age dependents who are away for longer than

the two month period.

The sampling design of Census surveys such as ACS means that when researchers limit

analyses to observations of students enrolled in college, they are likely to miss a significant

proportion of students whose families were interviewed while they were living apart for

school. In addition, researchers are likely to receive limited family information on young

people living in group housing. For this latter group, data limitations originate from the

household-based survey procedure. Individual household members are asked to report their

own income, which is later combined to create an estimate of total household income. While

incomes of close relatives within a household are separately combined to form a family

income, the income of family members outside of the household, which includes parents of a

still dependent survey respondent, is not included in this estimate. Thus, if a surveyed young

person lives in a household other than that of their parents or guardians for longer than the

two-month window—in a household made up of other college students, for example—their

reported family income will reflect only their individual earnings and will likely be lower

than expected considering their true financial dependency. This would mean that dependent

students from high income families could be classified as low income if they were living apart

from their household for more than two months.

The end result is that family income levels reported by young people between 18- and

24-years-old are unreliable (U.S. Census Bureau, 2012b, 2012a, 2013). Because estimates

of college attendance by family income taken from household-based Census data are likely

to overstate the proportion of young people from low-income families in higher education,

they should not be used to estimate college attendance rates by family income. Otherwise,

7



such estimates, were they to be used in the evaluation of student aid policies, could lead

researchers and policymakers alike to be more sanguine about the efficacy of family income-

based access policies than is warranted.

What we do have at the state and institutional level are proxy measures of the proportion

of students already in college who are from low-income families, 𝑃(𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒 ∣ 𝑐𝑜𝑙𝑙𝑒𝑔𝑒).
Many states and institutions, for instance, report the proportion or number of students who

are Pell eligible (Rosinger & Ford, 2019; Tebbs & Turner, 2005). However, indirect measures

like the percentage of students who are Pell eligible do not directly measure the college-

going rates of young people from low-income families. These measures ignore young persons

who are not enrolled in higher education or, in the case of Pell grants, do not apply for

federal student aid. As a result, researchers and policymakers do not currently know what

percentage of young people from different family income levels transition from high school

to college in each state.

Understanding the impact of state and federal policy on postsecondary attendance

rates requires an inverse of the above estimate, that is, an estimate of the probability

that a young person will enroll in college conditional on being from a low-income family,

𝑃(𝑐𝑜𝑙𝑙𝑒𝑔𝑒 ∣ 𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒). We have established that such estimates cannot be produced by

a straightforward analysis of currently available federal longitudinal or cross-sectional data

sets. Instead, we must utilize both types of data in order to come up with estimates of the

likely level of college attendance by income in each state. Our approach, which we describe

in more detail in the next section, begins with estimating the probability of enrollment in

postsecondary education using data that covers the period from when students are first en-

rolled in high school to when they are 18- to 19-years-old, graduated from high school, and

eligible to enroll in college. From this federal longitudinal survey, we use characteristics of

high school students aged 14- to 15-years-old that include their family income, race/ethnicity,

and gender to predict the probability that a student will attend postsecondary education in

the year after high school graduation. We then turn to state-level Census data from the base
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year of the longitudinal survey to get counts of the number of 14- and 15-year-olds in each

state with the same combinations of characteristics as those in our sample of high school

students. Using these counts to weight our estimates, we produce representative state-level

estimates of college attendance among low-income young persons.

3 Methodology

We use a Bayesian approach for estimation and inference. While a full explanation of

Bayesian statistics is beyond the scope of this paper, the primary difference between Bayesian

and frequentist inferential approaches lies in the treatment of the unknown parameter.

Whereas Bayesian approaches treat the unknown parameter as a random variable, frequen-

tist statistics treat the unknown parameter as a fixed value (Gelman et al., 2013). Bayesian

approaches estimate the distribution of the unknown parameter, 𝜃, using

𝑃(𝜃|𝑋) ∝ 𝑃(𝑋|𝜃) × 𝑃(𝜃),

where the posterior distribution, 𝑃(𝜃|𝑋), is proportional to the likelihood of the data given

the parameter, 𝑃(𝑋|𝜃), times a prior, 𝑃(𝜃), which represents the initial state of the ana-

lyst’s beliefs about the distribution of the population parameter. This posterior distribution

represents an updated estimate of the likely distribution of the unknown parameter after fac-

toring in the likelihood of the data. Our discussion will focus on summary measures—mostly

quantiles—of the posterior distribution of various parameters. The summary measures in

our work will discuss the probability that the population parameter is in a certain range—

the credible interval. In contrast, frequentist statistics focus on the probability of observing

values in an infinite number of repeated samples under assumptions about the sampling

distribution (null hypothesis), which is generally not an estimate of interest in most policy

applications (Gelman et al., 1995).

To recover state-level estimates of enrollment among low-income young persons in col-
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lege, we use multilevel regression with poststratification (MRP), a statistical technique that

has been widely used in the political science literature to estimate public opinion (Gao et

al., 2019; Gelman et al., 2010; Gelman & Little, 1997; Howe et al., 2015; Kastellec et al.,

2019; Kennedy & Gelman, 2019; Lax & Phillips, 2009; Lei et al., 2017; Lipps & Schraff,

2019; Little, 1993; Pacheco, 2011; Park et al., 2004; Wang et al., 2015; Warshaw & Rodden,

2012). Researchers in other disciplines such as public health (Downes et al., 2018; Eke et al.,

2016; Zhang et al., 2014) and education policy (Ortagus et al., 2021) have also used MRP

to produce representative estimates using non-representative data.

MRP works using two data sets and two primary analysis steps. First, a multilevel

model of the form,

𝑃(𝑦𝑖 = 1) = 𝑙𝑜𝑔𝑖𝑡−1(𝛽0 +
𝐾

∑
𝑘=1

𝛼𝑘
𝑗[𝑖] + 𝑍𝑖𝛾), (1)

is fit to a binary outcome of interest, 𝑦𝑖, using observations, 𝑖, from the first data set that

contains non-representative survey responses. The outcome could be voting for a particular

candidate, supporting a policy position, or, in our case, enrolling in college. The right-hand

side parameters in the model include a grand mean, 𝛽0, and a suite of random intercepts, 𝛼𝑘,

indicating demographic categories and geographic areas that separate each observation into

a limited number of population cells, 𝑗. In addition, the right-hand side of the model includes

second-level covariates and parameters, 𝑍𝑖𝛾, that are associated with the area to which one

wishes to poststratify (e.g., state). Once fit, predicted probabilities, 𝜋𝑗, are computed for

each population cell in the data set. As one example, one would predict the likelihood that a

low-income (𝛼1) white (𝛼2) male (𝛼3) high school graduate (𝛼4) from Kentucky (𝛼5) enrolls

in college. The total number of population cells for which predictions are computed would

equal the cross of all categories in 𝛼𝑘.

In the second step, values of 𝜋𝑗 are aggregated to the area of interest, 𝜃𝑆, using

𝜃𝑆 =
∑𝑗∈𝑆 𝑁𝑗𝜋𝑗
∑𝑗∈𝑆 𝑁𝑗

(2)
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which reweights each demographic cell’s predicted probability using corresponding popula-

tion counts, 𝑁𝑗, from the second data set. Population cell counts in the second poststratifi-

cation data set are often constructed using Census data. In general, the area of interest, 𝜃𝑆,

could be any geographic or institutional (see Ortagus et al., 2021) level for which population

cell counts can be computed. The geographic area of interest in our study is the state.

Demographic cells indicated in the first data set and multilevel regression must match

those available in the second poststratification matrix.1 This often limits the unit-level

information that can be used to predict the outcome. For example, high school GPA, which

would be positively correlated with college enrollment, cannot be included in the multilevel

model because high school GPA is not included in Census data.2 For this reason, second-level

covariates are important for improving fit and producing better area-specific poststratified

predictions (Park et al., 2004).

With this approach, we use nationally-representative data to first estimate the prob-

ability of college attendance by individual characteristics, including race/ethnicity, gender

and age. We then use state-level estimates of the numbers of individuals in each of those

categories to predict enrollment rates by income at the state level.

4 Estimating college enrollment among low-income

youth

To estimate the proportion of low-income youth who attend college, we follow the same MRP

procedure outlined above. In the first step, we use student-level data from the most recent

NCES survey, HSLS09, to estimate the likelihood of enrolling in college. Our multilevel
1Kastellec et al. (2015) propose a method for using a poststratification matrix comprised of non-Census

variables (in their case, partisanship) and that incorporates uncertainty in the poststratification matrix. It
remains true, however, that demographic cells, 𝑗, in the primary data set and poststratification matrix must
correspond.

2This was not the case for Ortagus et al. (2021), who used administrative data and poststratified to
colleges in the original sample frame rather than a geographic area. Nevertheless, it holds true in our study
as we use publicly available Census data to construct the poststratification matrix.
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logistic regression takes the form,

𝑃(𝑦𝑖 = 1) = 𝑙𝑜𝑔𝑖𝑡−1(𝛽0 + 𝛽𝑙𝑜𝑤𝑖𝑛𝑐 ∗ 𝑙𝑜𝑤𝑖𝑛𝑐𝑖 + 𝛽𝑓𝑒𝑚𝑎𝑙𝑒 ∗ 𝑓𝑒𝑚𝑎𝑙𝑒𝑖 + 𝛼𝑟𝑎𝑐𝑒/𝑒𝑡ℎ𝑛𝑖𝑐𝑖𝑡𝑦
𝑟𝑒[𝑖] (3)

+ 𝛼𝑟𝑒𝑔𝑖𝑜𝑛
𝑟[𝑖] + 𝛼𝑠𝑡𝑎𝑡𝑒

𝑠[𝑖] + 𝛼𝑠𝑡𝑎𝑡𝑒.𝑙𝑜𝑤𝑖𝑛𝑐
𝑠𝑙[𝑖] + 𝑍𝑖𝛾),

in which we use random effects parameters for student characteristics that include gender,

race/ethnicity, and income status as well as state and regional indicators. We fully interact

income status, our binary covariate of interest, with state indicators to account for potential

differences in low-income college enrollment across the states. Second-level covariates in 𝑍
include state-level percentages of adults with a Bachelor’s degree or higher, the proportion

of college students who attend public two-year institutions, the average tuition at four-

year public institutions, a measure of average distance to public two-year institutions, and

county population-weighted state average unemployment rate for the years aligning with the

year of on-time college enrollment for students surveyed in HSLS09. We give all regression

parameters weakly informative normal priors: 𝛼, 𝛽, 𝛾 ∼ 𝑁(0, 𝜎); 𝜎 ∼ 𝑁+(0, 1).
Our second level estimates come from the literature on predictors of low-income college

enrollment. Based on national surveys, analysts have shown that students who live in states

with higher educational attainment are more likely to attend postsecondary education, as are

students who live in states with more community colleges (Bozick, 2009; Doyle & Skinner,

2016). Similarly, the “sticker price” of four-year colleges has been shown to be a reliable

predictor of on-time college enrollment, as colleges with lower tuition are perceived to be

more affordable, regardless of actual net price (Hemelt & Marcotte, 2011). We include un-

employment rate due to its inverse relationship with college attendance, particularly among

low-income youth who forgo earnings when they choose continued schooling over immediate

employment.

After fitting equation 3, we create predicted probabilities of enrollment for each de-
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mographic cell in our data set. Once we have calculated enrollment probabilities for each

demographic cell, 𝑁𝐽 = 1,224 unique cells, we compute the weighted probability of en-

rollment for each state, 𝜃𝑆, with equation 2 using population counts as weights. Within

each state, we estimate two values of 𝜃𝑆, 𝜃ℎ𝑖
𝑆 and 𝜃𝑙𝑜

𝑆 , representing the likelihood of college

enrollment among middle/high-income and low-income youth, respectively.

5 Data

Data for our study come from two primary sources. Unit-level data come from a student

longitudinal survey conducted by the National Center for Education Statistics, the High

School Longitudinal Study of 2009 (HSLS09, Duprey et al., 2020). As with prior NCES

longitudinal surveys, HSLS09 tracked a nationally-representative sample of ninth-graders

starting in 2009 as they moved through high school and either enrolled in postsecondary in-

stitutions or entered the workforce. Unlike prior NCES surveys, HSLS09 is representative in

10 states—California, Florida, Georgia, Michigan, North Carolina, Ohio, Pennsylvania, Ten-

nessee, Texas, and Washington—though it cannot be used to construct state-level estimates

across the entire United States.

We use information from the first and fourth wave of the survey. Data on the state of

residence for all students in the base year of the survey come from the restricted-use data files.

We use the variable x4fb16enrstat to determine those students who enrolled within one-

year of earning a high school diploma or GED. Using this variable allows us to differentiate

between pre-graduation dual enrollments and postsecondary matriculation—the outcome

of interest. We use the base-year family income variable, x1famincome, which discretizes

incomes into 13 bins of non-equal size, to construct a binary variable of income status. We

assign low-income status for all students with family incomes below $35,000, which equals

between 150% and 185% of the federal poverty line for a family of four in 2009. Because

federal loan policy does not make state-specific cost of living adjustments in determination
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of need, we do not adjust the poverty indicator by state. Our primary unit-level data set

has 𝑁 = 13,020 observations, 26% of whom are coded as low-income.

Second-level state characteristics are taken from various sources covering the year of

on-time college enrollment for students in the HSLS09 sample. These sources include the

College Scorecard, the American Community Survey, and the Bureau of Labor Statistics. We

follow Doyle & Skinner (2016) in computing a measure of distance that takes into account

all two-year colleges in the state rather than just the closest. Specifically, our measure is the

population-weighted average of ∑ 1
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒2 between each census block group and all public

two-year institutions in the state.

Finally, to construct our poststratification matrix of demographic cell sizes, we use

population data from the American Community Survey. We select data from the period that

best aligns with the year of the HSLS09 sample, which are single-year population estimates

for 14 to 15-year-olds in 2009.3 Using HSLS09 and these population weights, our results are

most applicable to the population of young persons who graduated high school in the early

2010s.4

6 Results

Results from our regression model are shown in Figure 1 (see Table A1 and Table A2 for

summary values). Center dots in each figure represent median posterior ( ̂𝜃𝑞50) values, with

lines representing 95% credible intervals. Values are unadjusted and on the logit scale.

Holding all else equal, first level parameters show that low-income youth are less likely to
3In addition to single-year estimates, we also poststratified results using 3- and 5-year estimates to provide

more stable population estimates, particularly for small subpopulations. For each multi-year poststratifica-
tion matrix, we used Census estimates in which 2009 was the central year: 2008-2010 3-year estimates and
2007-2011 5-year estimates. Our results did not differ within meaniful degrees of rounding across these
different estimates, likely due to the large size of our subnational areas. All results in the paper use single
year ACS estimates for poststratification. Other estimates are available via the replication code.

4Ideally, we would not condition college enrollment on college graduation since we cannot do the same
for our poststratification matrix. However, because almost all college enrollees have a high school diploma
or GED, there is little effective difference between 1(𝑐𝑜𝑙𝑙𝑒𝑔𝑒) and 1(𝑐𝑜𝑙𝑙𝑒𝑔𝑒 ∣ 𝐻𝑆). Out of the full analysis
sample, fewer than 25 observations report non-dual enrollment postsecondary enrollment without having
earning a high school diploma or GED.
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enroll in college than their middle-high-income peers. Women and those who identify as

Asian / Pacific Islander are more likely to attend than men and other racial/ethnic groups.

Both sets of findings are consistent with the literature on college enrollment. While we find

less evidence of differences in enrollment across other racial/ethnic groups when controlling

for income, we note that our model does not account for the role of racial discrimination

on income and its downstream relationship to enrollment. At the second level, the slightly

positive shift in the posteriors for Bachelor’s degree, two-year institutions, and unemployment

rate alongside the slightly negative shift in the posteriors for four-year tuition and distance

to two-year institutions are similarly in line with the access literature, though all parameters

are generally close to zero. Comparatively, we estimate more differences in attendance across

states, particularly among middle-high income young persons. Though many state-specific

medians are close to zero, the widths of their credible intervals suggest heterogeneity in

enrollments across the sample within subgroups.

Figure 2 presents our primary results, showing the probability of college enrollment

across the 50 states and the District of Columbia for both low-income (red) and middle-to-

high-income (blue green) high school graduates in the top panel (A). The figure is ordered by

low-income enrollment, median values ( ̂𝜃𝑠𝑡𝑎𝑡𝑒
𝑞50 ) which range from 34.8% [21.0,49.1] of recent

high school graduates in Utah to 68.1% [57.2,79.1] in Mississippi, a range of 33.3 p.p. with

a median of 50.7% [44.8,56.4] in Illinois. Because we interact the indicator of low-income

status with state-specific random intercepts, we allow for state-specific differences in the

relationship between income status and college enrollment. Within-state differences between

low- and middle-to-high-income enrollment are shown in panel B of Figure 2. These are

ordered from the lowest to highest difference between the two populations. Differences range

between 19.7 p.p. [12.2,25.9] in Mississippi and 30.3 p.p. [23.2,35.9] in Wyoming with a

median of 27.3 p.p. [22.9,31.3] in California.

While the size of the 95% credible intervals demonstrate some uncertainty in our esti-

mates, which at the most ranges 31.2 p.p. [40.0,71.2] for low-income enrollment in Hawaii,
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we make two notes. First, that the credible intervals for low- and middle-to-high-income

estimates within 47 of 50 states and D.C. do not overlap provides strong evidence that the

on-time enrollment rates of low-income students are lower than that of their higher income

peers across the country. Second, we are able to provide estimates in low population states

and, in the case of the District of Columbia, a location entirely unsampled by HSLS09.

In the next section, we more formally validate our estimates for which we have other

state-representative results. But first, we provide some context as to the face validity to

a particular aspect of our findings. One estimate that stands out is Mississippi. Whereas

Mississippi has historically ranked comparatively poorly among states on various education-

related measures such as rates of children receiving free-and-reduced-price lunch, students

performing at or above basic levels of reading achievement, teacher salaries, high school

graduation rates, and overall educational attainment (Snyder & Dillow, 2013), our estimates

put it at the top of the rankings for low-income youth college enrollment as well as first

among states for the lowest gap in enrollment rates between low- and middle-high income

students. Despite this apparent contradiction, we find a number of reasons to trust our

estimate for Mississippi.

First, we note that our estimates are comprised of those young persons who graduated

high school or earned a GED. Because Mississippi had a comparatively lower high school

graduation rate than the rest of the nation during the period of our study, an averaged

freshman graduation rate [AFGR] of 63.8 compared to the national rate of 78.6 (Table

219.40, Snyder & Dillow, 2013), we would expect the college matriculation rate among high

school graduates in the state to be higher if, all else equal, students on the margins are more

likely to drop out before earning a high school diploma as it would mechanically change the

denominator used to compute the rate. In addition, we again note that our indicator for

low-income status does not take into account regional differences in purchasing power or cost

of living. We choose not to adjust our poverty estimates by state since federal financial aid

funding formulas do not adjust for state-specific cost of living differences. This choice means
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that a comparatively higher proportion of young persons in Mississippi are categorized as low

income who, were they to have a similar but cost-adjusted financial station in another state,

who would not be considered low income. Again for mechanical reasons, Mississippi might

be expected to have a greater rate of low-income youth attendance as well as smaller gaps

between low and middle-high income enrollment rates. Finally, we note that Mississippi has

some of the lowest costs among four-year public schools in the nation, even compared to its

neighboring states. Using data from the College Scorecard, average net tuition in 2013 among

public four-year institutions in Mississippi was $6,517, which is at the 25th percentile across

all states, and lower than the averages of bordering states: Alabama ($8,579), Arkansas

($6,970), Louisiana ($6,826), and Tennessee ($8,220). Combining these various aspects of

Mississippi’s unique context, we find it plausible that it would rank first among the states in

low-income youth college attendance. We are not alone in finding this result. The National

Center for Education Statistics reports Mississippi as having the highest rate of high school

graduates attending college in the nation, while at the same time ranking Mississippi well

below the median in the proportion of 18-24 year-olds attending higher education (De Brey

et al., 2021). Of course, initial enrollment is not the same as persistence and eventual degree

attainment, a point we return to in the paper’s conclusion.

7 Validation of MRP

Having presented our state-level MRP estimates of low-income versus mid/high-income col-

lege enrollment and the differences between them, we now turn to validating. We begin by

first checking our estimates against those produced when using survey weights for the limited

number of representative states.
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7.1 Comparison to 10 representative states

While not representative for all states, the primary data set we use to produce these estimates,

HSLS09, is representative for a subset of states when survey weights are used. To validate

our MRP procedure, we use these weights to produce state-level estimates in the ten states

for which HSLS09 is representative—California, Florida, Georgia, Michigan, North Carolina,

Ohio, Pennsylvania, Tennessee, Texas, and Washington. In this section, we compare survey-

weighted estimates to those we derived using MRP.

For each state in this representative subsample, we estimate the survey-weighted mean

of respondents who attended college by our indicator of low-income status using two weights:

the base year survey weight, W1STUDENT, and the first year-fourth year longitudinal weight,

W4W1STU. Whereas the latter longitudinal weight is the more correct survey weight to use since

it covers both the initial survey wave, when covariates were collected, and the fourth wave,

when the outcome measure of college enrollment was collected, we also provide estimates

using the initial base year weights. In practice, the resulting differences between the two

survey-weighted estimates are negligible.

We fit the same model,

𝑃(𝑦𝑖 = 1) = 𝑙𝑜𝑔𝑖𝑡−1(𝛽0 + 𝛽𝑙𝑜𝑤𝑖𝑛𝑐 ∗ 𝑙𝑜𝑤𝑖𝑛𝑐𝑖), (4)

for each state twice, using each weight. So that we can recover a full posterior distribution

of estimates and thereby make a more proper comparison to our MRP estimates, we use

the brms R package (Bürkner, 2021) to fit equation 4. By design, brms treats weights

as frequency weights, multiplying the likelihood by the weight as if the observation were

repeated 𝑋 times. For example, if an observation had the average W1STUDENT weight of

191.9 (S. J. Ingels et al., 2011), it would be treated as if it were effectively 192 observations.

Multiplying each observation by a positive amount would imply we observe more data than

we do, artificially increasing our certainty, and resulting in inappropriately small credible
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intervals. To prevent this, we adjust both sets of weights using,

�̃�𝑖 = 𝑁𝑜𝑏𝑠
𝑤𝑖

∑ 𝑤, (5)

in which the adjusted observation weight, �̃�𝑖, is the provided sample weight, 𝑤𝑖, divided

by the sum of all weights and multiplied by the analytic sample size, 𝑁𝑜𝑏𝑠. This procedure

recenters the weights relative to their respective contributions in the population while pre-

serving the same overall information for the Bayesian model.5 After fitting equation 4 with

adjusted weights, we use estimated model parameters to compute posterior distributions of

the predicted probability of college enrollment for each state.

Figure 3 presents the results for this validation exercises (see appendix Table A4 for

summary values). Three estimates of low-income college enrollment (top section) and middle-

high income enrollment (bottom section) by state are shown in each plot area: base year

weight weighted estimates (red dash), longitudinal weight weighted estimates (green dot),

and MRP estimates (blue solid). Visually, our MRP estimates generally align with survey

weight-derived estimates in most facets, differing most notably in estimates for low-income

enrollment in Washington (MRP lower), middle-high income enrollment in Florida (MRP

higher), and both income levels for Ohio (MRP again higher).

More formally, we offer two test statistics comparing MRP estimates to each of the

survey weight-derived estimates. The first statistic, OVL, shows the proportion of overlap

between the two distributions. The second, |Δ𝜃|, provides the absolute percentage point

difference in the median values (𝜃𝑞50) of the two distributions. Whereas policy-makers,

stakeholders, and other researchers may be more interested in single point estimate values

of state-level college enrollment by state, our Bayesian framework supports more direct

comparisons of estimate uncertainty. For these reasons, we believe a qualitative combination
5In frequentist procedure, we would use the corresponding balanced repeated replicate weights provided

by HSLS09 to calculate appropriately adjusted errors for the weighted point estimates. Because estimate
errors are directly computed as a function of posterior distributions in a Bayesian framework, we do not (nor
can we) use post-estimation BRR weighting adjustments.
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of the two test statistics provides the best approach to model comparison.

Across all states and both weighted samples, the mean overlap between MRP estimates

and their corresponding weighted estimates is 0.56 (median: 0.63). These values are approx-

imately the same when split by low-income and middle-high-income estimates. On average,

MRP estimates have a higher degree of overlap with base year-weighted estimates (0.63) than

longitudinal-weighted estimates (0.56). Across all estimates, the greatest degree of overlap is

between MRP and longitudinal-weighted estimates of low-income enrollment in Texas (0.92);

the lowest is between MRP and longitudinal-weighted estimates of middle-high-income en-

rollments in Ohio (0.04).

Turning to absolute difference in median posterior values, the average difference is 2.94

percentage points (p.p.; median: 2.17 p.p.). Unlike with the overlap comparison, the average

absolute median difference does not change greatly by weight type—base: 2.92 p.p.; long:

2.97 p.p. On the other hand, the mean difference for low-income estimates at 3.6 p.p. is larger

than that for middle-high-income estimates at 2.25 p.p. The lowest estimated difference

in median posterior values is between MRP and middle-high-income estimates using base-

year weights (0.13 p.p.); the largest difference is in Ohio for low-income estimates using

longitudinal weights (9.72).

Considered together, we find solid evidence of commensurability between MRP esti-

mates and those obtained with survey-provided analytic weights. On average, the full dis-

tribution of MRP posterior estimates has greater than 50% overlap and has a median not

more than 3 percentage points away from weighted estimates. In the worse case example

of Ohio, median MRP estimates remained within 10 percentage points of the weighted esti-

mate. Though a nearly double-digit median difference in estimates of college attendance is

meaningfully different, we make one observation. Due to missing data (mostly surrounding

family income values used to calculate the low-income indicator), it is unlikely that either

set of survey weights retains its same degree of representation as we make no adjustments

to account for this missingness. Therefore, while we compare MRP estimates to weighted
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estimates, there is no external metric by which we can conclusively adjudicate in favor of

one over the other as being closer to the true population value. This is not to say we blindly

accept the MRP estimate over the weighted estimate when they differ. We do, however, ar-

gue in favor of the comparative transparency of the MRP procedure over the use of weights

of unclear applicability.

7.2 Simulation

Additionally, we offer another validation exercise in which we follow the MRP procedure on

synthetic data structured to mimic NCES surveys like HSLS09 but with known properties

and relationships between covariates. In this simulation, we follow the example of Park et

al. (2004), but with modifications that make it more pertinent to our use case. Briefly, we

(1) generate a known national population, from which we (2) take a number of nationally-

but not state-representative samples, and, (3) following our MRP procedure, are able to

recover reasonable state-level estimates of a parameter of interest. See Appendix B for a

more complete description of this simulation exercise.

8 Comparison to proxy estimates

In this final section, we compare our estimates of low-income student enrollment with publicly

available, potentially cognate estimates that researchers and policymakers might be tempted

to use in place of the actual statistic of interest. We consider three measures: (1) a direct

measure of low-income student enrollment, (2) the percentage of students enrolled in college

who receive Pell grant funding, and (3) the percentage of students enrolled in college whose

families earn less than $30,000 a year.

The first cognate measure, which comes from IPUMS microcensus data for the American

Community Survey, is the state-level percentages of 18 and 19-year-olds in 2013 who have

earned a high school credential (diploma or GED) but not a postsecondary credential and
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who are currently enrolled in college as undergraduates. We further filter this group to

those young people with family incomes less than $35,000 per year—the cut-off we use

for the HSLS09 sample, adjusted for inflation.6 Panel A of Figure 4 compares these ACS

estimates to our MRP estimates. For each state, the median posterior value is shown by

state abbreviation and vertical lines show 95% credible intervals. The diagonal dashed line

represents the point at which the two estimates are the same. Values below the dashed line

indicate that direct Census estimates are higher than those obtained using MRP. As expected

based on the way Census family income does not account for financial dependency across

households, Census estimates skew higher than MRP estimates, with a median difference

of 22.5 p.p. [14.9,32.1]. Only two states—Alaska and Hawaii—slightly underestimate low-

income college student enrollment compared to MRP estimates. In practical terms, this

means that using direct estimates from the Census are likely to overstate the participation

on low-income young persons in college by a large margin in most states.

Panel B of Figure 4 compares MRP estimates to the percentage of first-time in college

undergraduates who participated in the Pell grant program in the 2013-2014 academic year.

The percentage of students who are Pell eligible is computed using institution-level data from

IPEDS, aggregated to the state level using undergraduate full-time equivalent (FTE) counts

as weights. Unlike the first cognate measure, which represents the probability of enrolling

in college conditional on being low income, 𝑃(𝑐𝑜𝑙𝑙𝑒𝑔𝑒 ∣ 𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒), the relation of interest

and what we estimate using MRP, the Pell estimate measures the probability of being low-

income conditional on being enrolled in college, 𝑃(𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒 ∣ 𝑐𝑜𝑙𝑙𝑒𝑔𝑒). Nevertheless, the

percentage of students who either use Pell or are Pell eligible is often used as a proxy for

low-income enrollment. Converse to ACS estimates, Pell proxy estimates tend to understate

college enrollment among low-income youth.

In panel C of Figure 4, we compare MRP estimates to the percentage of first-time

in college undergraduates with family incomes less than $30,000 in the 2013-2014 academic
6We use an inflation adjustment pegged to 2009 real dollar values as given by the Federal Reserve Economic

Data file, USACPIALLAINMEI (https://fred.stlouisfed.org/series/USACPIALLAINMEI).

22



year, which comes from the student financial aid component of IPEDS. This income category

represents the closest approximation to the low-income category we use for our primary

MRP estimates. We are limited to reporting only this grouping of low-income students

given IPEDS’ reporting standards for enrollment by income. As with the Pell measure, this

financial aid cohort measure is averaged from the institution level to the state level using

undergraduate FTE enrollments as weights. It also represents the inverse probability of the

MRP estimates: 𝑃 (𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒 ∣ 𝑐𝑜𝑙𝑙𝑒𝑔𝑒) rather than 𝑃(𝑐𝑜𝑙𝑙𝑒𝑔𝑒 ∣ 𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒). Panel C

shows that as with the Pell-eligible measures, the proportion of the financial aid cohort that

is low-income used as a proxy for low-income enrollment tends to underestimate compared

to MRP.

In addition to the visual comparison between our MRP estimates and these proxies, we

provide two correlation statistics in the open panel of Figure 4. These include both Pearson

(𝜌𝑝)and Spearman (𝜌𝑠) rank-order correlation coefficients. We include Spearman correlations

to account for monotonic relationships that may exist between MRP and proxy values even

in cases where they are not linearly related. The highest levels of correlation we observe are

between MRP and ACS estimates (Panel A), with 𝜌𝑝 = 0.33 and 𝜌𝑠 = 0.4, which are not

particularly strong. For the other proxies, the correlations are weaker—Pell: 𝜌𝑝 = −0.03
and 𝜌𝑠 = −0.13; financial aid cohort < $30, 000: 𝜌𝑝 = −0.15 and 𝜌𝑠 = −0.10.

Together, the comparisons presented in Figure 4 demonstrate that three common cog-

nate measures of low-income youth college enrollment are not strongly aligned with our

more principled MRP estimates. Using U.S. Census-reported information on enrollment

by household income substantially over-reports the proportion of low-income young people

who enroll in higher education. As we find no observable relationship between our MRP

estimates and either measure provided by IPEDS, we provide evidence that using a mea-

sure of 𝑃(𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒 ∣ 𝑐𝑜𝑙𝑙𝑒𝑔𝑒) is a poor substitute for the actual measure of interest,

𝑃(𝑐𝑜𝑙𝑙𝑒𝑔𝑒 ∣ 𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒). While these proxy measures give us useful information — for ex-

ample, differences in Pell recipient attendance across sectors — they cannot give reliable
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information about the rates at which low-income youth attend college. This finding should

not be unexpected since measures based on the probability of being low-income given that a

person is enrolled in college, 𝑃(𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒 ∣ 𝑐𝑜𝑙𝑙𝑒𝑔𝑒), have no necessary reason to correlate

with the more policy relevant measure of the probability of enrolling in college given that a

person is low-income, 𝑃(𝑐𝑜𝑙𝑙𝑒𝑔𝑒 ∣ 𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒), despite an understandable desire to substi-

tute the former for the latter as a matter of convenience. Metrics and prior research that use

these proxies for low-income youth enrollment should be interpreted with caution. Based on

these results, we conclude that while existing measures of low-income youth enrollment in

college do not capture the policy-relevant outcome, our MRP-based estimates do.

9 Conclusion

The significance of this study is two-fold. First, we offer state-level estimates of low-income

college enrollment for a recent cohort of young persons. These estimates provide better

evidence of the efficacy of policies meant to support low-income youth enrollment in college

at the state level, where many aid policies are set and funded. Second, we generate our

estimates using a statistical procedure, MRP, that we believe can be usefully applied to

other education policy questions for which data at the proper level of inference is otherwise

limited (e.g., Ortagus et al., 2021). While researchers may find our estimates useful in

future analyses, we believe that our findings are most immediately useful to policymakers

who currently lack robust state-level estimates of college-going by low-income youth. With

these estimates, policymakers have a baseline upon which to evaluate the effectiveness of

college access policies such as need- and merit-based aid, promise programs, and free college

plans.

The goal of federal grant aid in the form of the Pell Grant program has been to increase

attendance rates in postsecondary education (Kane, 1999). The primary focus of efforts to

increase participation in the Pell Grant program has been young people (Deming & Dynarski,
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2009). Similarly, the primary goal of many state policymakers has been to increase college

attendance rates among low-income young people through lower tuition and financial aid

programs (Zumeta et al., 2012). Based on our findings here, considerable work remains to

accomplish these goals.

Our results highlight several salient facts regarding attendance in higher education by

income across states. First, fewer low-income young people attend college in every state

than do their middle-income or high-income peers. The median gap between low-income

postsecondary attendance and high-income attendance credibly ranges 33.8 p.p. across states.

This means that despite 50 years of sustained effort to close the college attendance gap by

income, low-income young persons still face considerable barriers to attending college, even

in the states with the lowest net prices. Second, the probability of attending college for

low-income young people varies dramatically across states. In the lowest performing states,

about 34 percent of low-income young people attend higher education, while in the highest

performing states, about 67.8 percent of low-income young people attend higher education.

This means that a low-income young person’s chance for attending college depends crucially

on their state of residence.

We do not argue that initial attendance is the only relevant goal of state-level higher

education policy. Students must persist and eventually earn a postsecondary credential

in order for them to reap the full benefits of their college education (Bird et al., 2022).

Mississippi again serves as an example. Despite its high rate in our estimates of college

enrollment among low-income youth, it remains lower ranked among the states in terms of

overall degree attainment. Considering the increasing costs of a college credential for which

many students take on student loan debt (Ma & Pender, 2021), it is important that students

do not merely attend some college before leaving without a credential. Nonetheless, access

and initial enrollment is an important first step in the process. Future research could use

similar MRP methodology to produce state-level estimates of rates of college persistence and

graduation among low-income youth as direct extensions of this paper. MRP could be also
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be used to estimate within-state college access — by county or metropolitan statistical area

(MSA), for example — among low-income youth in order to evaluate state-specific policies

or simply better describe disparities across regions within the state.

Other future research might use these estimated postsecondary attendance rates to

help find patterns regarding the effectiveness of various state-level policies. While it is well-

established that lowering the price of higher education increases college attendance rates,

particularly among young people, more research can be done to establish the effectiveness of

other policies to encourage more young people to enroll. Technical issues aside, the failure of

current data sources to provide reliable estimates on low-income postsecondary enrollment

by state has substantial implications for education policy and cannot be overstated. Even

with a combined $40 billion in spending from public sources on grant aid for low-income

students, we know next to nothing about college attendance patterns by income at the state

level (Baum & Payea, 2013; Ma & Pender, 2021). It is our hope that the methods proposed

here will no longer be necessary in the years to come, as this data will be collected and

reported.
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Figure 1: Regression parameters for the full model. Center dots represent ̂𝜃𝑞50, with lines repre-
senting 95% credible intervals: ̂𝜃𝑞2.5 and ̂𝜃𝑞97.5.
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Figure 4: Comparison of MRP estimates to proxy measures of low-income student enrollment.
Panel A comparison estimates come from the American Community Survey (ACS) and both
institution-level measures in panels B and C come from the Integrated Postsecondary Education
Data System (IPEDS); all are aggregated to the state level. Panel A compares MRP estimates of
low-income student enrollment to those taken directly from ACS estimates; panel B compares the
average student population that receives Pell grant funding; and panel C compares the percentage
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cohort. Dashed lines in each figure represent 45 degree lines of parity between measures. Pearson
and Spearman rank-order correlation coefficients between MRP estimates and each proxy measure
are shown in the bottom right quandrant of the figure.
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Table A1: Summary of first and second level regression posterior distributions

̂𝜃𝑞50 95% C.I.
First level

Low income -1.21 [-1.31,-1.12]
Female 0.51 [0.43,0.59]
American Indian -0.40 [-1.10,0.24]
Asian / Pacific Islander 1.02 [0.47,1.64]
Black -0.12 [-0.70,0.46]
Hispanic -0.30 [-0.88,0.29]
Multiracial -0.07 [-0.65,0.52]
White -0.02 [-0.59,0.58]

Second level
Bachelor’s (%) 0.01 [-0.06,0.16]
Four-year tuition -0.01 [-0.13,0.06]
Two-year (%) 0.01 [-0.06,0.14]
Two-year distance 0.00 [-0.10,0.08]
Unemployment (%) 0.02 [-0.03,0.17]

Notes. 95% credible intervals (C.I.) are computed at ̂𝜃𝑞2.5 and ̂𝜃𝑞97.5.
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Table A2: Regional and state-specific regression posterior distributions

̂𝜃𝑞50 95% C.I. ̂𝜃𝑞50 95% C.I.

Constant 1.04 [0.27,1.78]
Region

Northeast 0.19 [-0.22,0.80]
Midwest 0.10 [-0.35,0.65]
South -0.01 [-0.50,0.46]
West -0.26 [-0.82,0.17]

State State × Low-income
Alabama -0.25 [-0.55,0.06] … × low income -0.01 [-0.25,0.17]
Alaska -0.08 [-0.56,0.40] … × low income -0.00 [-0.26,0.22]
Arizona -0.18 [-0.54,0.16] … × low income -0.02 [-0.32,0.14]
Arkansas -0.11 [-0.56,0.35] … × low income -0.00 [-0.27,0.18]
California 0.28 [-0.12,0.64] … × low income 0.00 [-0.17,0.21]
Colorado 0.08 [-0.28,0.45] … × low income 0.02 [-0.13,0.36]
Connecticut 0.16 [-0.29,0.64] … × low income 0.01 [-0.19,0.28]
Delaware 0.32 [-0.13,0.83] … × low income -0.01 [-0.29,0.20]
Florida 0.09 [-0.19,0.35] … × low income 0.02 [-0.12,0.26]
Georgia -0.25 [-0.53,-0.00] … × low income -0.02 [-0.28,0.12]
Hawaii 0.16 [-0.40,0.80] … × low income 0.00 [-0.24,0.25]
Idaho -0.09 [-0.61,0.42] … × low income 0.00 [-0.20,0.29]
Illinois -0.06 [-0.40,0.26] … × low income -0.02 [-0.30,0.13]
Indiana -0.12 [-0.46,0.22] … × low income 0.01 [-0.18,0.24]
Iowa 0.21 [-0.25,0.71] … × low income 0.00 [-0.23,0.24]
Kansas 0.31 [-0.08,0.76] … × low income 0.01 [-0.17,0.30]
Kentucky 0.04 [-0.29,0.40] … × low income -0.02 [-0.33,0.12]
Louisiana 0.25 [-0.07,0.58] … × low income -0.02 [-0.32,0.15]
Maine -0.10 [-0.68,0.48] … × low income -0.00 [-0.27,0.23]
Maryland 0.06 [-0.29,0.40] … × low income 0.01 [-0.18,0.28]
Massachusetts -0.05 [-0.41,0.32] … × low income -0.01 [-0.26,0.17]
Michigan -0.19 [-0.51,0.08] … × low income 0.03 [-0.11,0.27]
Minnesota -0.22 [-0.56,0.12] … × low income 0.00 [-0.21,0.25]
Mississippi 0.73 [0.28,1.25] … × low income 0.02 [-0.16,0.33]
Missouri 0.15 [-0.19,0.48] … × low income -0.02 [-0.35,0.12]
Montana -0.08 [-0.59,0.39] … × low income -0.00 [-0.28,0.22]
Nebraska 0.32 [-0.11,0.81] … × low income 0.01 [-0.17,0.33]
Nevada 0.21 [-0.27,0.75] … × low income -0.00 [-0.26,0.19]
New Hampshire -0.11 [-0.57,0.35] … × low income -0.00 [-0.27,0.21]
New Jersey 0.47 [0.12,0.84] … × low income 0.01 [-0.16,0.29]
New Mexico 0.29 [-0.17,0.79] … × low income 0.01 [-0.19,0.27]
New York 0.14 [-0.23,0.49] … × low income 0.00 [-0.19,0.20]
North Carolina -0.25 [-0.56,0.00] … × low income -0.03 [-0.31,0.09]
North Dakota -0.07 [-0.63,0.46] … × low income 0.00 [-0.20,0.28]
Ohio -0.06 [-0.33,0.20] … × low income -0.00 [-0.19,0.17]
Oklahoma -0.20 [-0.61,0.20] … × low income 0.00 [-0.24,0.25]
Oregon -0.31 [-0.70,0.07] … × low income 0.00 [-0.22,0.24]
Pennsylvania -0.05 [-0.37,0.27] … × low income -0.03 [-0.30,0.10]
Rhode Island 0.02 [-0.53,0.58] … × low income 0.00 [-0.21,0.29]
South Carolina 0.19 [-0.13,0.54] … × low income 0.01 [-0.18,0.26]
South Dakota -0.26 [-0.75,0.21] … × low income -0.00 [-0.26,0.20]
Tennessee -0.36 [-0.61,-0.13] … × low income -0.01 [-0.22,0.14]
Texas 0.08 [-0.16,0.33] … × low income 0.00 [-0.17,0.21]
Utah -0.28 [-0.91,0.26] … × low income 0.00 [-0.23,0.27]
Vermont -0.14 [-0.61,0.32] … × low income -0.01 [-0.32,0.19]
Virginia 0.09 [-0.24,0.44] … × low income 0.00 [-0.21,0.24]
Washington -0.41 [-0.76,-0.08] … × low income 0.05 [-0.07,0.39]
West Virginia -0.41 [-0.84,0.01] … × low income 0.00 [-0.21,0.27]
Wisconsin 0.15 [-0.20,0.51] … × low income 0.00 [-0.22,0.24]
Wyoming -0.06 [-0.62,0.46] … × low income 0.00 [-0.23,0.27]

Notes. 95% credible intervals (C.I.) are computed at ̂𝜃𝑞2.5 and ̂𝜃𝑞97.5.
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Table A3: Poststratified estimates of college attendance by state

Low income Mid-high income 𝜃𝑀𝑖𝑑/ℎ𝑖𝑔ℎ − 𝜃𝐿𝑜𝑤

̂𝜃𝑞50 95% C.I. ̂𝜃𝑞50 95% C.I. ̂𝜃𝑞50 95% C.I.

Alabama 42.73 [35.85,49.92] 72.34 [67.00,77.31] 29.40 [24.57,34.89]
Alaska 41.56 [30.44,53.88] 68.99 [58.50,77.96] 27.04 [21.31,32.93]
Arizona 36.76 [29.88,43.44] 67.42 [61.72,72.71] 30.29 [25.96,36.82]
Arkansas 46.53 [35.16,58.15] 75.27 [66.43,82.62] 28.43 [22.69,34.51]
California 51.04 [46.30,55.94] 78.42 [75.36,81.25] 27.34 [22.94,31.33]
Colorado 45.60 [37.81,54.75] 73.66 [67.99,78.82] 28.30 [20.64,32.78]
Connecticut 59.60 [48.25,70.94] 83.92 [77.59,89.33] 24.31 [17.07,30.53]
Delaware 55.81 [43.10,68.03] 82.06 [74.43,88.25] 26.04 [19.00,33.79]
District of Columbia 51.76 [39.68,69.44] 75.75 [65.58,87.14] 23.76 [17.25,26.90]
Florida 52.59 [47.48,58.21] 78.69 [75.61,81.57] 26.22 [20.81,29.97]
Georgia 43.65 [38.38,48.56] 73.20 [69.67,76.60] 29.38 [25.62,34.71]
Hawaii 55.00 [40.00,71.23] 79.03 [67.58,88.22] 23.60 [15.68,30.61]
Idaho 39.72 [27.86,53.37] 70.02 [58.38,79.42] 30.00 [22.88,35.15]
Illinois 50.74 [44.80,56.41] 79.17 [75.66,82.47] 28.21 [24.23,34.13]
Indiana 49.64 [43.34,56.07] 76.89 [72.84,80.50] 27.27 [21.73,31.85]
Iowa 59.10 [47.53,70.10] 82.71 [75.31,88.41] 23.60 [17.03,29.95]
Kansas 61.26 [51.15,71.97] 84.05 [78.32,89.08] 22.84 [15.69,28.69]
Kentucky 50.89 [42.89,58.89] 78.31 [72.84,83.23] 27.08 [22.56,33.85]
Louisiana 53.92 [45.60,61.42] 80.51 [76.13,84.65] 26.39 [21.55,33.50]
Maine 54.75 [38.60,69.47] 79.54 [67.54,87.42] 24.55 [16.97,32.09]
Maryland 50.90 [42.40,59.67] 78.49 [73.22,83.06] 27.68 [20.78,33.22]
Massachusetts 54.08 [46.07,61.44] 80.88 [76.22,84.96] 26.63 [21.80,32.49]
Michigan 50.31 [45.42,55.87] 76.90 [73.82,79.69] 26.79 [21.29,30.45]
Minnesota 48.30 [40.80,55.87] 76.09 [70.73,80.84] 27.84 [21.96,32.87]
Mississippi 68.10 [57.18,79.09] 87.83 [82.17,92.50] 19.69 [12.20,25.94]
Missouri 55.65 [47.40,63.08] 81.85 [77.31,85.87] 25.90 [21.39,33.07]
Montana 39.58 [27.66,53.11] 70.00 [59.08,79.31] 29.97 [23.76,36.30]
Nebraska 59.45 [48.58,70.29] 83.30 [76.69,88.72] 23.83 [16.29,29.79]
Nevada 48.28 [35.64,62.10] 77.02 [67.13,85.48] 28.49 [21.90,35.03]
New Hampshire 51.56 [39.74,63.42] 78.31 [69.79,85.12] 26.54 [20.25,33.45]
New Jersey 66.98 [60.17,73.67] 87.71 [84.39,90.43] 20.78 [15.13,25.49]
New Mexico 48.56 [36.75,61.50] 76.56 [67.66,84.42] 27.93 [20.63,33.40]
New York 59.49 [53.83,65.06] 83.57 [80.58,86.30] 24.05 [19.57,28.44]
North Carolina 43.58 [38.08,48.49] 73.70 [70.33,76.85] 29.85 [26.40,35.65]
North Dakota 49.53 [34.63,64.05] 77.09 [65.60,85.35] 27.45 [19.58,33.55]
Ohio 51.86 [47.10,56.67] 78.87 [75.99,81.44] 26.99 [23.01,31.38]
Oklahoma 43.33 [33.81,52.96] 72.07 [64.03,79.02] 28.61 [22.38,34.22]
Oregon 36.73 [28.81,45.32] 66.65 [59.13,73.53] 29.86 [24.03,34.91]
Pennsylvania 53.33 [47.81,58.32] 80.01 [77.22,82.71] 26.50 [22.79,32.07]
Rhode Island 54.57 [39.81,68.94] 82.22 [72.29,89.38] 27.57 [19.13,34.18]
South Carolina 54.58 [46.54,62.91] 80.57 [75.62,84.85] 26.02 [19.98,31.34]
South Dakota 42.69 [30.31,55.85] 72.98 [62.52,81.61] 29.79 [23.66,36.09]
Tennessee 41.03 [36.29,45.76] 70.52 [66.79,74.01] 29.34 [25.54,34.04]
Texas 49.38 [44.35,54.28] 77.34 [74.14,80.25] 28.03 [23.37,32.15]
Utah 34.84 [20.96,49.91] 64.83 [48.88,77.02] 29.49 [22.88,34.97]
Vermont 49.99 [37.17,62.10] 78.30 [69.42,85.15] 27.99 [21.60,35.66]
Virginia 51.34 [43.86,59.17] 78.40 [73.94,82.45] 27.06 [21.21,32.56]
Washington 36.51 [31.76,42.87] 64.63 [60.36,68.55] 28.44 [21.01,31.86]
West Virginia 40.67 [30.44,51.64] 69.16 [59.38,76.92] 28.40 [21.68,33.86]
Wisconsin 55.98 [47.21,64.90] 81.40 [76.37,85.95] 25.38 [18.99,31.03]
Wyoming 41.13 [27.54,55.48] 71.67 [58.96,81.50] 30.31 [23.16,35.91]
Notes. 95% credible intervals (C.I.) are computed at ̂𝜃𝑞2.5 and ̂𝜃𝑞97.5.
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Table A4: Validation for 10 representative states

̂𝜃𝑞50 95% C.I. Overlap |Δ ̂𝜃𝑞50|

California Low income MRP 51.04 [46.30,55.94] - -
Base (W1STUDENT) 54.87 [50.72,58.83] 0.42 3.74
Longitudinal (W4W1STU) 52.75 [48.71,56.56] 0.7 1.66

Mid-high income MRP 78.42 [75.36,81.25] - -
Base (W1STUDENT) 79.54 [77.10,81.75] 0.66 1.12
Longitudinal (W4W1STU) 77.52 [74.91,79.93] 0.74 0.9

Florida Low income MRP 52.59 [47.48,58.21] - -
Base (W1STUDENT) 50.56 [44.69,56.55] 0.71 2.13
Longitudinal (W4W1STU) 50.53 [44.35,56.66] 0.71 2.14

Mid-high income MRP 78.69 [75.61,81.58] - -
Base (W1STUDENT) 74.52 [70.68,78.07] 0.24 4.14
Longitudinal (W4W1STU) 74.17 [70.01,77.98] 0.21 4.48

Georgia Low income MRP 43.65 [38.38,48.56] - -
Base (W1STUDENT) 47.03 [38.87,55.19] 0.58 3.45
Longitudinal (W4W1STU) 44.21 [36.62,52.06] 0.78 0.63

Mid-high income MRP 73.20 [69.67,76.60] - -
Base (W1STUDENT) 73.31 [68.38,77.73] 0.82 0.13
Longitudinal (W4W1STU) 72.26 [67.28,76.99] 0.78 0.89

Michigan Low income MRP 50.31 [45.42,55.87] - -
Base (W1STUDENT) 51.52 [42.15,60.16] 0.7 1.13
Longitudinal (W4W1STU) 50.03 [41.05,58.99] 0.72 0.29

Mid-high income MRP 76.90 [73.82,79.69] - -
Base (W1STUDENT) 75.19 [70.61,79.50] 0.62 1.71
Longitudinal (W4W1STU) 73.92 [69.44,78.27] 0.42 2.94

North Carolina Low income MRP 43.58 [38.08,48.49] - -
Base (W1STUDENT) 41.40 [33.16,50.39] 0.66 2.26
Longitudinal (W4W1STU) 39.38 [31.18,47.36] 0.52 4.15

Mid-high income MRP 73.70 [70.33,76.86] - -
Base (W1STUDENT) 74.76 [69.56,79.55] 0.74 1.02
Longitudinal (W4W1STU) 72.60 [67.48,77.57] 0.72 1.13

Ohio Low income MRP 51.86 [47.10,56.67] - -
Base (W1STUDENT) 44.42 [37.48,51.74] 0.23 7.42
Longitudinal (W4W1STU) 42.17 [35.29,49.25] 0.11 9.72

Mid-high income MRP 78.87 [75.99,81.44] - -
Base (W1STUDENT) 72.00 [67.40,76.33] 0.06 6.84
Longitudinal (W4W1STU) 71.06 [66.41,75.73] 0.04 7.75

Pennsylvania Low income MRP 53.33 [47.81,58.32] - -
Base (W1STUDENT) 49.84 [41.04,58.74] 0.59 3.55
Longitudinal (W4W1STU) 48.80 [39.84,57.64] 0.51 4.56

Mid-high income MRP 80.01 [77.22,82.71] - -
Base (W1STUDENT) 80.23 [75.95,84.07] 0.82 0.22
Longitudinal (W4W1STU) 79.44 [75.26,83.51] 0.78 0.55

Tennessee Low income MRP 41.03 [36.29,45.76] - -
Base (W1STUDENT) 45.25 [34.90,56.01] 0.5 4.25
Longitudinal (W4W1STU) 44.37 [34.34,54.50] 0.55 3.3

Mid-high income MRP 70.52 [66.79,74.01] - -
Base (W1STUDENT) 73.20 [65.86,79.41] 0.54 2.69
Longitudinal (W4W1STU) 71.36 [63.85,77.96] 0.66 0.9

Texas Low income MRP 49.38 [44.35,54.28] - -
Base (W1STUDENT) 51.43 [46.61,55.98] 0.68 2.06
Longitudinal (W4W1STU) 49.81 [45.27,54.48] 0.92 0.53

Mid-high income MRP 77.34 [74.14,80.25] - -
Base (W1STUDENT) 75.81 [72.52,78.97] 0.63 1.54
Longitudinal (W4W1STU) 74.11 [70.76,77.45] 0.35 3.22

Washington Low income MRP 36.51 [31.76,42.87] - -
Base (W1STUDENT) 45.04 [33.33,57.50] 0.33 8.37
Longitudinal (W4W1STU) 44.18 [31.79,56.33] 0.38 7.45

Mid-high income MRP 64.63 [60.36,68.55] - -
Base (W1STUDENT) 63.99 [56.93,70.60] 0.74 0.63
Longitudinal (W4W1STU) 62.44 [55.55,68.92] 0.64 2.2

Notes. Overlap values represent the proportion of the weighted posterior distribution that overlaps with MRP estimates
for the state. |Δ ̂𝜃𝑞50|: the absolute distance in percentage points between the median of the weighted posterior distribution
and the median of the MRP posterior distribution.
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B.1 Simulation

To demonstrate MRP’s validity, we follow the example of Park et al. (2004) and follow

the MRP procedure on a synthetic data. Simulated data used in this exercise represent

a population of students across the 50 states plus the District of Columbia and has been

constructed to resemble the HSLS09 data set we use in our primary analyses of low-income

youth enrollment in college.7 Because we construct these data, however, we know the ground

truth against which we can compare estimates recovered using MRP.

The total population size in these simulated data is 𝑁 = 1,000,027 and is spread

out across the states in rough correspondence to the relative population size of each state.

Every unit, 𝑖, has three observed characteristics: a continuous value of 𝑥 between 10,000

and 50,000, a categorical value of 𝑣 ∈ {1, 2, 3, 4, 5, 6}, and a categorical value of 𝑤 ∈ {0, 1}.

These covariates — 𝑥, 𝑣, and 𝑤 — may be thought of as roughly corresponding to a student’s

income, race/ethnicity, and gender, respectively, as they might appear in an administrative

data set or longitudinal survey (hence the limited value ranges). The distributions of these

covariates do not correspond to particular groups, however, and we do not place any specific

meaning to them beyond their use to separate observations into various subgroups. For each

observation, we next construct a dummy variable, 𝐷, in which 𝐷 = 1 when 𝑥 < 22,000
and 𝐷 = 0 otherwise. 𝐷 = 1 for approximately 23% of the population. This covariate

corresponds to our indicator for low-income status in terms of its national distribution,

though again, we do not give it this particular interpretation in our synthetic data.

We generate a binary outcome measure, 𝑦, using a random draw from a Bernoulli

distribution in which the latent probability is a linear combination of various individual- and

state-level characteristics (normally distributed variables, 𝑧, that differ across states with

varying degrees of within-region correlation) plus noise. 𝑃(𝑦 = 1) = Θ is the average of 𝑦
across the data set and represents the ground truth population value. When creating values

of 𝑦 across the simulated data set, the following rules applied:
7Data are simulated using the R package, fabricatr (Blair et al., 2021).
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1. Observations with 𝐷 = 1 are less likely to have 𝑦 = 1 than those with 𝐷 = 0, meaning

that Θ𝐷=1 < Θ𝐷=0.

2. Values of Θ vary across observed characteristics, 𝑤 and 𝑣, both through main effects

and interaction with 𝐷.

3. Values of Θ𝑠𝑡𝑎𝑡𝑒 also vary across states as a function of three state-level covariates, 𝑍,

region, and random noise.

4. The relationship between 𝐷 and Θ𝑠𝑡𝑎𝑡𝑒 varies across states due to different distributions

of individual characteristics, 𝑤 and 𝑣, across the states as well as interactions between

𝐷 and random state-level noise.

In our analyses, we are interested in obtaining unbiased state-level estimates of 𝑃(𝑦 = 1) by

values of 𝐷.

B.1.1 Samples from the simulated population

For our analyses, we draw four samples from the population. Two are samples of 𝑁 =
10,000 (1% of the population) and two are smaller samples of 𝑁 = 1,000 (0.1% of the

population). Within each sample size, we draw a simple random sample where all population

units have an equal probability of selection. For the other two samples, we use weights

such that observations with the following characteristics are more likely to be selected: (1)

𝐷 = 1; (2) small 𝑣 groups (those representing less than 10% of population); and (3) from

the Northeastern region of the (simulated) United States. Samples are drawn from the full

population of observations with no sub-sampling within region or state. Throughout the

next section, we distinguish between true population values (Θ), observed sample values (𝜃),

and estimates ( ̂𝜃) of 𝑃(𝑦 = 1).

B.1.2 Comparison of samples and estimates to population values

Figure B1 compares population differences in Θ by 𝐷 = 0 (left panel) and 𝐷 = 1 (right

panel) to estimates using each sample. Population values are presented to the left of the black
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line within each facet. Except for the population values, all points represent observed values,

𝜃. Though there is some bias in that estimates 𝜃𝐷=0 are a little high whereas estimates

𝜃𝐷=1 are low, they are within ±5 percentage points (p.p.) of the true value (see Table B1

for precise numbers). As with NCES data sets like HSLS09, national estimates provide a

reasonable approximation of the truth.8

State-level population differences in Θ𝑠𝑡𝑎𝑡𝑒 are presented in the top panel of Figure B2.

This panel shows that Θ𝑠𝑡𝑎𝑡𝑒|𝐷=1 < Θ𝑠𝑡𝑎𝑡𝑒|𝐷=0 across all states, with variation in both values

of Θ𝑠𝑡𝑎𝑡𝑒 across the states. Observed values of 𝜃𝑠𝑡𝑎𝑡𝑒 across the four samples are presented in

the four bottom panels of Figure B2 (see Table B2 for precise values). As seen in the figure,

state-level values of 𝜃𝑠𝑡𝑎𝑡𝑒 are generally highly biased. In some states, 𝜃𝑠𝑡𝑎𝑡𝑒 = 100, meaning

that values of 𝐷 are perfectly collinear with outcomes 𝑦. In other states, only one level of 𝐷 is

represented, that is, some conditions are unobserved in that state. Because none of the four

samples were stratified by state, it is only within some of the larger states that an estimate
̂𝜃𝑠𝑡𝑎𝑡𝑒 (with accompanying estimates of uncertainty, not presented) somewhat approximates

the true value, Θ𝑠𝑡𝑎𝑡𝑒. Using inverse weights with the weighted samples does not improve

state-level estimates, which is expected since the weights apply to a national-level sampling

procedure. Figure B2 demonstrates the problem with using national longitudinal surveys

to estimate state-level characteristics: given that the sampling procedure is not designed to

provide state-level estimates, those estimates will be highly biased in many states.

Figure B3 directly compares observed state-level values of 𝜃𝑠𝑡𝑎𝑡𝑒 and the true population

values, Θ𝑠𝑡𝑎𝑡𝑒. Each facet represents a different sample. On the x-axis is the sample value of

𝜃𝑠𝑡𝑎𝑡𝑒 and on the y-axis is the population (true) value of Θ𝑠𝑡𝑎𝑡𝑒. States are plotted by their

abbreviation, with red values representing when 𝐷 = 1 and blue green values when 𝐷 = 0.

The 45-degree line in each facet represents equality between sample estimate and the true

value. Across the four samples, values of 𝜃 are on average lower when 𝐷 = 1, shown by their
8When including standard errors and inverse sampling weights for the weighted sample, the true popu-

lation value is contained in the 95% confidence intervals in 10/12 estimates (using weighted samples both
with and without weighting adjustment).
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comparatively lower position on the 45-degree line. In the larger 1% samples, estimates of 𝜃
when 𝐷 = 0 are closer to the line, likely due to their representing about 77% of the simulated

population, with correlations between Θ𝑠𝑡𝑎𝑡𝑒 and 𝜃𝑠𝑡𝑎𝑡𝑒 between 0.6 and 0.82. In the smaller

0.1% samples, however, correlations when 𝐷 = 0 drop to 0.32.

In all state-specific samples, values of 𝜃 among 𝐷 = 1 observations show greater bias

from the population truth, particularly for some of the smaller states. In some cases, there

are estimates of 0 or 100, suggesting very few observed values in the state. Some states do

not have estimates in a particular sample. For example, no observations from Alaska were

sampled in the 0.1% weighted sample so an estimate for the state does not show up at all

in bottom right facet. Across states that were sampled, bias is even greater among both 𝐷
conditions in the smaller 0.1% samples, with even more extreme values of 𝜃𝑠𝑡𝑎𝑡𝑒. Average

correlations between true and sampled values of 𝜃 when 𝐷 = 1 range from 0.21 and 0.57 in

the 1% sample to 0.12 and 0.42 in the 0.1% sample.

Though these data are simulated, the samples from the population behave as we might

expect national surveys designed like HSLS09 to behave. While we can recover reasonable

national-level estimates from sample data sets, small area estimates at the state level are

highly biased and cannot be recovered with supplied survey weights. The simulation study

at this point reflects the reality of the situation for analysts. Using standard techniques,

we cannot obtain reliable estimates of the parameter of interest—the probability that a

young person from a low-income family will enroll in college. We next turn to our proposed

solution to see how well it can provide estimates with credible intervals that cover the known

simulated population parameters.

B.1.3 Using MRP on simulated data

To recover state-level estimates, we fit the following multilevel regression to each sample

type:
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𝑃 (𝑦𝑖 = 1) = 𝑙𝑜𝑔𝑖𝑡−1(𝛽0 + 𝛽1 ∗ 𝐷𝑖 + 𝛼𝑠𝑡𝑎𝑡𝑒
𝑠[𝑖] + 𝛼𝑠𝑡𝑎𝑡𝑒.𝐷

𝑠[𝑖] + 𝑍𝑖𝛾). (B1)

In addition to a grand mean parameter, 𝛽0, each state is given a random intercept, 𝛼𝑠𝑡𝑎𝑡𝑒,

and the key covariate of interest, 𝐷, is estimated as both a main effect, 𝛽1, and in interaction

with each state, 𝛼𝑠𝑡𝑎𝑡𝑒.𝐷. We also include state-level covariates, 𝑍, which we consider to

be known from the population data set. Even though we have further observation level

covariates, 𝑣 and 𝑤, that we know are part of the data generating process, we fit a simplified

model that only separates observations within each state into two demographic categories:

𝐷 = 0 and 𝐷 = 1.

After fitting equation B1 and producing cell-specific predicted probabilities, ̂𝜋𝑗, we

poststratify our estimates using population counts from the original population data set.9

These counts come from collapsing the population data set (𝑁 = 1,000,027) by summing

matching demographic cells (𝐷 ∈ {0, 1}) within each state. This is the only way that we

use the population data set in our MRP procedure for the simulation. Figure B4 compares

true values of Θ𝑠𝑡𝑎𝑡𝑒 to the median of our poststratified estimates, ̂𝜃𝑠𝑡𝑎𝑡𝑒. As with Figure B3,

each facet represents a unique sample. Across all samples, the poststratified estimates are

much closer to the true population values. This is most apparent in the 𝐷 = 1 values, which

are shrunk toward the 45 degree line (signaling less bias). The 𝐷 = 0 values are even more

tightly bunched on the 45 degree line and no state-specific estimate sits at an extreme of 0

or 100. Across all samples, the lowest correlation between the known value of Θ and our

MRP estimate is 0.67; the highest is 0.92. Another important result is that we are able to

provide estimates for states which were not included in the weighted sample, such as Alaska.

To make the comparison clearer, Figure B5 plots the population truth (Θ𝑠𝑡𝑎𝑡𝑒, red circle),

observed sample mean (𝜃𝑠𝑡𝑎𝑡𝑒, green triangle), and poststratified estimate ( ̂𝜃𝑠𝑡𝑎𝑡𝑒, blue square

as median of the poststratified posterior distribution with 95% credible intervals) across both
9We use the Stan probabilistic programming language (Stan Development Team, 2021) in conjunction with

the R programming language (R Core Team, 2021) to fit all Bayesian models in our paper. For equation B1,
we assign all regression parameters weakly informative normal priors: 𝛼, 𝛽, 𝛾 ∼ 𝑁(0, 𝜎); 𝜎 ∼ 𝑁+(0, 1).
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0.1% samples across all states. Except in a few cases, the 95% CIs of the poststratified

estimates contain the true value across the states, even when the state sample average is

either very different from the ground truth or unobserved because the state was not included

in the sampling—again, see Alaska in both weighted sample panels, which does not contain

an observed sample mean estimate. This is true in both the simple random sample as well

as the weighted random sample, the latter of which oversampled units based on values of 𝐷
as well as characteristics we did not include in the model. Overall, the 95% credible intervals

of our MRP estimates contain the true state population value 88 to 98 percent of the time.

In addition, the average absolute difference between median MRP posterior values and the

true population values range from 3.11 to 6.38 percentage points. This is in comparison to

average absolute differences of 14.61 to 25.75 percentage points between true and directly

sampled values (ignoring those states for which direct samples were unavailable).

We conclude from this simulation exercise that MRP is a viable solution for recovering

state-level estimates of college enrollment among low-income young persons. With data

generated to replicate conditions very similar to the ones that apply in our actual data, these

simulation results show that MRP generates posterior distributions that overwhelmingly

include the true value of the population parameter even when (1) we use a simplified model

of the data generating process and (2) the data for a given state is minimal or nonexistent.

These results do not mechanically follow from the construction of the sample: while each

sampling procedure produces naive estimates that are quite different from the actual values,

MRP estimates, which rely on the types of data available to us in our empirical approach,

reliably include known true values.
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Figure B1: From simulated data, national values of Θ compared to observed values of 𝜃 by
𝐷 ∈ {0, 1}. Samples of 1% and 0.1% have 𝑁 = 10,000 and 𝑁 = 1,000 observations, respectively.
Weighted random samples oversample some subpopulations and estimates are presented without
sampling weights. All estimates were computed as simple mean statistics.
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Figure B3: From simulated data, a comparison of observed values of 𝜃𝑠𝑡𝑎𝑡𝑒 across samples to true
values of Θ𝑠𝑡𝑎𝑡𝑒. States are plotted twice in each facet, once for each value of 𝐷, except in the
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values. Weighted samples are presented without weighted adjustments.

48



AK

AK

AL

AL

AR

AR

AZ

AZ

CA

CA

CO

CO

CT

CT

DC

DC

DE

DE

FL

FL

GA

GA

HI

HI

IA

IA

ID

ID

IL

IL

IN

IN

KS

KS

KY

KY

LA

LA

MA

MA

MD

MD

ME

ME

MI

MI

MN

MN

MO

MO

MS

MS

MT

MT

NC

NC
ND

ND

NE

NE

NH

NH

NJ

NJ

NM

NM

NV

NV

NY

NY

OH

OH

OK

OKOR

OR

PA

PA

RI

RI

SC

SC

SD

SD

TN

TN

TX

TX

UT

UT

VA

VA

VT

VT

WA

WA

WI

WI

WV

WV

WY

WY

ρ (D = 0) = 0.89

ρ (D = 1) = 0.68

AK

AK

AL

AL

AR

AR

AZ

AZ

CA

CA

CO

CO

CT

CT

DC

DC

DE

DE

FL

FL

GA

GA

HI

HI

IA

IA

ID

ID

IL

IL

IN

IN

KS

KS

KY

KY

LA

LA

MA

MA

MD

MD

ME

ME

MI

MI

MN

MN

MO

MO

MS

MS

MT

MT

NC

NC
ND

ND

NE

NE

NH

NH

NJ

NJ

NM

NM

NV

NV

NY

NY

OH

OH

OK

OKOR

OR

PA

PA

RI

RI

SC

SC

SD

SD

TN

TN

TX

TX

UT

UT

VA

VA

VT

VT

WA

WA

WI

WI

WV

WV

WY

WY

ρ (D = 0) = 0.92

ρ (D = 1) = 0.75

AK

AK

AL

AL

AR

AR

AZ

AZ

CA

CA

CO

CO

CT

CT

DC

DC

DE

DE

FL

FL

GA

GA

HI

HI

IA

IA

ID

ID

IL

IL

IN

IN

KS

KS

KY

KY

LA

LA

MA

MA

MD

MD

ME

ME

MI

MI

MN

MN

MO

MO

MS

MS

MT

MT

NC

NC
ND

ND

NE

NE

NH

NH

NJ

NJ

NM

NM

NV

NV

NY

NY

OH

OH

OK

OKOR

OR

PA

PA

RI

RI

SC

SC

SD

SD

TN

TN

TX

TX

UT

UT

VA

VA

VT

VT

WA

WA

WI

WI

WV

WV

WY

WY

ρ (D = 0) = 0.85

ρ (D = 1) = 0.67

AK

AK

AL

AL

AR

AR

AZ

AZ

CA

CA

CO

CO

CT

CT

DC

DC

DE

DE

FL

FL

GA

GA

HI

HI

IA

IA

ID

ID

IL

IL

IN

IN

KS

KS

KY

KY

LA

LA

MA

MA

MD

MD

ME

ME

MI

MI

MN

MN

MO

MO

MS

MS

MT

MT

NC

NC
ND

ND

NE

NE

NH

NH

NJ

NJ

NM

NM

NV

NV

NY

NY

OH

OH

OK

OKOR

OR

PA

PA

RI

RI

SC

SC

SD

SD

TN

TN

TX

TX

UT

UT

VA

VA

VT

VT

WA

WA

WI

WI

WV

WV

WY

WY

ρ (D = 0) = 0.86

ρ (D = 1) = 0.67

Weighted random sample (1%) Weighted random sample (0.1%)

Simple random sample (1%) Simple random sample (0.1%)

0 25 50 75 100 0 25 50 75 100

0

25

50

75

100

0

25

50

75

100

θ̂state

Θ
s
ta

te

D 1 0

Figure B4: From simulated data, a comparison of poststratified values of ̂𝜃𝑠𝑡𝑎𝑡𝑒 across samples
to true values Θ𝑠𝑡𝑎𝑡𝑒. Again, each state is plotted twice, once for each 𝐷 condition. Because
poststratification estimates can be produced for states with no observations in the sample, there
are no missing states in any facet.
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Figure B5: Comparison of true (Θ𝑠𝑡𝑎𝑡𝑒), observed (𝜃𝑠𝑡𝑎𝑡𝑒), and poststratified estimates ( ̂𝜃𝑠𝑡𝑎𝑡𝑒) for
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Table B1: National values of Θ from simulated data

𝐷 = 0 𝐷 = 1
Population 75.41 47.40

(0.05) (0.11)
Simple random sample (1%) 75.63 47.50

(0.49) (1.07)
Simple random sample (0.1%) 77.42 43.35

(1.48) (3.49)
Weighted random sample (1%) w/o weights 79.32 48.48

(0.56) (0.73)
Weighted random sample (0.1%) w/o weights 78.83 44.52

(1.72) (2.38)
Weighted random sample (1%) w/ weights 76.32 47.46

(0.59) (0.73)
Weighted random sample (0.1%) w/ weights 79.65 42.64

(1.70) (2.37)
Notes. From simulated data, national values of Θ compared to observed values of 𝜃 by 𝐷 ∈ 0, 1. Samples
of 1% and 0.1% have 𝑁 = 10,000 and 𝑁 = 1,000 observations, respectively. Weighted random samples
oversample some subpopulations and estimates are presented without sampling weights. All estimates
were computed as simple mean statistics.
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